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ABSTRACT
The global nature of digital platforms, particularly social media, highlights the lack of a unified legal framework 
to regulate the content which is distributed to users. This issue is not only about the quality of the content 
but often concerns its problematic nature, which may conflict with the legal systems of various countries, 
especially the member states of the European Union. Examples include hate speech, terrorist content, 
discriminatory material, or images depicting child sexual abuse. Digital platforms frequently argue that they 
are not responsible for the nature of this content, as they merely facilitate its publication and do not create 
it themselves, thus claiming they should not be held legally accountable. This article examines the research 
question of how the recently adopted European Digital Services (Regulation (EU) 2022/2065 of the European 
Parliament and of the Council of 19 October 2022 on a Single Market for Digital Services and amending 
Directive 2000/31/EC (Digital Services Act), 2022) might change the current paradigm using various legal 
tools. The Act aims to effectively regulate online intermediaries and platforms, including marketplaces, 
social networks, content-sharing platforms, app stores, and online travel and accommodation services. 
Through a critical analysis of the provisions of the Digital Services Act, related legislation, court decisions, 
and the actual behaviour of digital platforms, the authors reassess the effectiveness of different mechanisms 
intended for moderating content on these platforms. The primary objective is to determine the shift in 
the legal boundaries of digital platforms’ responsibility for shared content, particularly regarding newly 
defined obligations related to user safety and new information requirements for digital platforms, such as 
reporting to European supervisory authorities. Special attention is given to the increased legal protection 
of minors using digital platforms, particularly regarding the absolute prohibition of profiling them for online 
advertising, as stipulated in Article 28 of the Digital Services Act. This provision complements the relevant 
rules set out in Article 22 of GDPR. The general tightening of conditions for presenting advertisements 
online is intended to curb the use of personalized advertising, which often relies on the (impermissible) 
profiling of ad recipients using special categories of personal data, such as racial or ethnic origin, sexual 
orientation, biometric data, and more. In the article, the authors also discuss potential challenges in the 
practical implementation of the Digital Services Act in individual member states of the European Union, 
considering the specifics of national legislation. To illustrate these challenges, the article provides an 
analysis of the legislative realities in Slovakia as a model example.
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1 Introduction
Content moderation on digital platforms in a globally interconnected, cross-border 

environment is inherently challenging. The responsible and diligent conduct of intermediary 
service providers is crucial for maintaining a safe, predictable, and trustworthy online space. 
This is also vital for enabling European Union citizens and others to exercise their fundamental 
rights, as guaranteed by the Charter of Fundamental Rights of the European Union, including 
freedom of expression, the right to information, freedom to conduct a business, and the right to 
non-discrimination (Regulation (EU) 2022/2065 of the European Parliament and of the Council 
of 19 October 2022 on a Single Market for Digital Services and amending Directive 2000/31/
EC (Digital Services Act), 2022). Practical application becomes even more difficult when the 
environment is shaped by different legal frameworks resulting from the fragmentation of national 
regulations (IFC et al., 2018)1, not only among EU member states but also across different legal 
systems, historical traditions, and customs in each country. This situation undermines the 
fundamental principle outlined in Article 26 of the Treaty on the Functioning of the European 
Union2, which aims to create a borderless area within the EU, guaranteeing the free movement 
of goods and services and the freedom to settle. This issue is further complicated by the cross-
border nature of the Internet, which is generally used to deliver digital and information society 
services, but is subject to varying national regulations (Bulla, 2018).

As a result, efforts to effectively implement measures to prevent the spread of illegal content 
through digital platforms, search engines, or other services are often ineffective. Due to the 
fragmentation of legislation across different countries, it is challenging to prevent potential 
negative impacts on fundamental rights, civil discourse, the electoral process, public safety, and 
other social issues such as gender-based violence or the protection of minors (Mendoza, 2022). 
We must recognize that digital platforms serve as instruments driving societal transformation, 
gradually evolving and redefining exchange relationships between individuals, thus facilitating 
the shift from a traditional to a collaborative economy. Digital platforms encompass all elements 
of a collaborative economy, as defined by Felson and Spaethem (1978), which involves socially 
or legally significant situations where economic goods and services are shared as part of social 
activities. Botsman and Rogers (2010) expand the definition of a collaborative economy by 
including innovative elements. They consider traditional activities such as sharing, exchanging, 
lending, trading, renting, and donating, when facilitated by modern technologies and mutual 
communities, as integral aspects of a collaborative economy. For the purposes of European 
law, the European Parliament provides a legally relevant definition of a collaborative economy. 
It highlights that a collaborative economy should be viewed not just as a collection of new 
business models offering goods and services, but also as a new form of integration between 
the economy and society. This integration involves a broad spectrum of relationships, including 
economic interactions within social contexts, and fosters new forms of community and innovative 
business models (European Parliament, n.d.).

1 Authors’ note: Due to the varying legal regulations across EU member states, driven by different approaches 
to regulation and oversight (excluding the impacts on security and trust in digital services), it is estimated 
that cross-border digital trade could see an increase in value ranging from 1% to 1.8%. This translates to 
a potential boost in cross-border turnover amounting to between EUR 8.6 billion and EUR 15.5 billion. For 
comparison, see – Legal analysis of the intermediaries service providers of non-hosting nature – ICF; 
Grimaldi, The Liabilities Regime and Notice -and- Action Procedures – In European Commission, Directorate 
-General for Communications Networks, Content and Technology, Overview of the legal framework of 
notice -and- action procedures in Member States SMART 2016/0039 – Final report, Publications Office, 
2018. 

2 Authors’ note: Compare with Article 26 of the consolidated version of the Treaty on European Union, 
2012/C 326/01. 
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It is therefore not surprising that digital platforms, which encompass all the defining 
characteristics of a collaborative economy, have become environments where fundamental 
social needs are met. From online shopping to social interactions through sharing videos, 
information, and photos, these platforms address both material and emotional needs. This 
integration often blurs the line between work and personal life, as well as between activities 
aimed at fulfilling material needs and those geared towards satisfying emotional needs, such 
as self-expression and forming social or intimate connections. In this context, digital platforms 
can create a complex network of relationships through which individuals can fulfil all their needs, 
regardless of their nature. This complexity often leads individuals to relax established boundaries 
that traditionally separate their work and personal lives from third parties. As a result, there 
is a growing tendency to share more information and content online. This expanded sharing 
can, however, inadvertently lead to violations of fundamental human rights and freedoms, as 
personal information becomes more susceptible to misuse and exploitation.

The described scenario, where participants share information within the environment of 
a digital platform, underscores the need for new legal regulations governing the content and 
scope of shared information on these platforms. Such legislation must address the protection 
of fundamental rights and freedoms for all online participants, particularly those who are more 
vulnerable compared to the economically dominant platform operators. The key factor in 
determining the legal consequences will continue to be the effective protection of individuals’ 
anonymity. This includes not only safeguarding personal data but also defending against negative 
phenomena such as cyberbullying and protecting minors. The primary requirement for adopting 
relevant legal regulations is ensuring transparency and accountability for digital service providers 
regarding the legal or illegal dissemination of inappropriate content online. 

2 Theoretical Framework
In response to these requirements, the Digital Services Act was adopted, coming into 

effect on February 17, 2024 (Regulation (EU) 2022/2065 of the European Parliament and of the 
Council of 19 October 2022 on a Single Market for Digital Services and amending Directive 
2000/31/EC (Digital Services Act), 2022). This Act establishes a clear legal framework for the 
operation of intermediary service providers and, in particular, digital platforms such as social 
media (Rak & Raková, 2021). Key new obligations include setting up procedures for reporting 
and addressing illegal content, and providing mechanisms to challenge the decisions made by 
digital platforms regarding content moderation3. Specifically, this should apply to providers of 
intermediary services, especially those offering “simple transmission”, “caching”, and “hosting” 
services. The rapid increase in the use of these services – largely for legitimate and socially 
beneficial purposes – has also amplified their role in mediating and spreading illegal or harmful 
content. The requirement for certain online platforms to collect, store, and partially verify and 
publish information about the businesses using their services aims to enhance the safety 
and transparency of the online environment for consumers. Additionally, the emphasis on the 
significant influence of very large online platforms (VLOPs)4 in the online space represents a 
groundbreaking aspect of this regulation. For Very Large Online Platforms (VLOPs), a higher 

3 Authors’ note: Compare with Art. 24, par. 2 and Recital 77 of the Act on Digital Services, as well as Art. 
3, letters m), p) and q) of the Act on Digital Services and Article 33 of the Act on Digital Services.

4 Authors’ note: The European Commission identified Very Large Online Platforms (VLOPs) based on 
data provided by the platforms and its own assessment. These VLOPs include social networks such as 
Facebook, Instagram, TikTok, YouTube, X (formerly Twitter), Snapchat, LinkedIn, and Pinterest; online 
stores like Amazon, Booking, AliExpress, Zalando, and Google Shopping; as well as Wikipedia, Google 
Maps, Google Search, and Bing from Microsoft. Additionally, the app stores operated by Google and 
Apple are also classified as VLOPs.
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standard of transparency and accountability has been established regarding content moderation, 
online advertising, and the use of algorithmic processes. This includes an obligation to assess 
the risks associated with their systems and to develop effective risk management tools aimed 
at protecting the integrity of their services against manipulative techniques.5 However, Very 
Large Online Platforms (VLOPs) are also required to ensure transparency in their advertising 
practices, including the creation of recommendation systems and the decisions related to 
user self-moderation of content. This commitment is part of the broader regulatory framework 
established by the Digital Services Act (Regulation (EU) 2022/2065 of the European Parliament 
and of the Council of 19 October 2022 on a Single Market for Digital Services and amending 
Directive 2000/31/EC (Digital Services Act), 2022). Complementing this, the Digital Markets Act 
has been adopted, introducing mechanisms for ensuring compliance with the new rules. This 
includes market investigations conducted by the European Commission to oversee adherence 
to these regulations within the digital sector.

The Digital Markets Act is particularly significant because it addresses a range of core 
platform services that have large economies of scale and low marginal costs for adding new 
commercial or end users. It also highlights the potential for significant dependency among users, 
and how this dependency – when combined with unfair practices by platform providers – can 
severely disrupt market competition. This approach is notably innovative, as earlier definitions, 
including those in Slovak law, had substantial limitations that allowed digital platforms to evade 
comprehensive regulation. For example, Section 22h, letter a) of Act No. 442/2012 Coll defined 
a platform as software, including websites or parts thereof and applications, including mobile 
apps, that are accessible to users and facilitate connections between sellers and other users 
to carry out, either directly or indirectly, selected activities for the benefit of these users. It also 
encompasses all procedures for collecting and processing payments related to these activities 
(Zákon č. 442/2012 Z. z. o medzinárodnej pomoci a spolupráci pri správe daní, 2012).

In this context, considering the European framework for defining a digital platform, Article 
9, par. 1 and par. 2 of Act No. 264/2022 Coll., the Media Services Act, offers a more detailed 
legal definition, specifying that content sharing platform is an information society service 
whose primary purpose, or one of its main purposes, is to store and distribute a large volume 
of works and other protected items uploaded by users, in accordance with specific regulations 
(Zákon č. 264/2022 Z. z. o mediálnych službách, 2022). However, none of the provided legal 
definitions fully satisfy the requirement for a comprehensive legal basis to regulate online 
content. Additionally, these definitions only apply to the legal relationships covered by the 
relevant regulations. In this context, a notable positive element for regulating online content 
is found in Section 2, letter a) of the Electronic Commerce Act. This section offers a broader 
definition of “information society service”, under which the activities of digital platforms can 
also be categorized. According to this provision, an information society service is understood 
to be a service provided remotely through electronic communication networks, typically 
for payment upon the request of the recipient. This includes activities such as commercial 
communication, data processing, transmission, storage, search, collection, and electronic mail, 
excluding personal electronic mail (Zákon č. 22/2004 Z. z. o elektronickom obchode, 2004). 
In light of the above, the definition in Article 2, letter h) of the Digital Services Act appears 
to be broadly applicable and positively suited to regulating the online content in question. It 
accommodates a wide range of entities by including hosting service providers, which store 
and publicly distribute information at the request of the service recipient. This definition is 
effective unless the hosting activity is a minor and ancillary component of another service 
that cannot function objectively or technically without it. 

5 Authors’ note: For example, there is a prohibition for digital platforms against using inducement techniques 
designed to influence user behaviour through so-called dark patterns.
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This broader definition of digital platform activities is closely aligned with, yet does not 
undermine, existing European legal regulations. However, the new legal framework introduced in 
the Digital Services Act marks a significant shift, offering a more precise approach to regulating 
online content by expanding both its personal and substantive scope.

The Digital Services Act thus serves as a new, secondary tool for regulating online content 
and establishing a “horizontal framework” that applies to all categories of content, products, 
services, and activities within intermediary services. Its integration into the hierarchy of legal 
norms complements existing regulations, particularly GDPR (Regulation (EU) 2016/679 of 
the European Parliament and of the Council of 27 April 2016 on the Protection of Natural 
Persons with Regard to the Processing of Personal Data and on the Free Movement of Such 
Data, repealing Directive 95/46/EC (General Data Protection Regulation), 2018). From the 
perspective of its intended purpose, the Act clarifies and broadens the scope of regulation 
by including a new range of entities that might have previously evaded the original legal 
framework due to its ambiguity or perceived insignificance in the relevant economic market. 
For instance, while the Act’s measures on online advertising complement rather than alter 
existing regulations regarding consent to personal data processing and the right to object, 
they introduce new obligations for transparency towards users of online platforms. This 
increased transparency will help users exercise their rights as data subjects more effectively. 
Additionally, it will enable authorities and verified researchers to monitor how advertising is 
displayed and targeted (Mendoza, 2022).

3 Methods
The aim of this article is to evaluate the social and legal consequences of applying the new 

Digital Services Act to the activities of digital platforms engaged in various intermediary functions, 
which fall under the broader categories of hosting and information society services. To achieve 
this objective, the article employs a scientific method that includes critical analysis of relevant 
European legislation, examination of legal conclusions from pertinent courts, and review of 
factual actions by stakeholders, as documented through statistical research and legally relevant 
documents. To achieve the objectives of this article, we employed several research methods 
that collectively contributed to a thorough assessment of user protection on digital platforms, 
particularly social networks that facilitate online (personalized) advertising. This advertising is 
created through the automatic processing of information and personal data using computer 
algorithms and profiling. By carefully selecting information sources, we aim to emphasize the 
interdisciplinary nature of the topic. Our research drew on insights from sociology, psychology, 
management, marketing, and especially legal sciences to explore the commercial functioning of 
digital platforms and their role in addressing the social needs of their users. The various sections 
of the article are organized to logically lead to comprehensive conclusions. In summary, alongside 
analytical and synthetic methods, we employed inductive, deductive, and comparative research 
techniques. Finally, scientific abstraction was used to define key terms based on a review of 
domestic and international literature, including monographs and peer-reviewed journals. We 
also incorporated our own insights from expert research in digital marketing communication, 
along with practical experience in personal data protection, commercial law, and privacy on 
digital platforms.
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4 Results 
To achieve the goal of creating a safe, predictable, and trustworthy online environment 

under the Digital Services Act, the term “illegal content” should be broadly defined (Laclavíková 
& Olšovská, 2018).  This definition should encompass not only the content itself but also any 
associated information related to illegal content, products, services, and activities. Specifically, 
“illegal content” should include, regardless of its form, information that is illegal in itself or 
connected to unlawful activities under applicable law. This includes, but is not limited to, hate 
speech, terrorist content, discriminatory material, images depicting sexual abuse of children, 
and online harassment.6 The main challenge of regulating content on digital platforms lies 
in their operation across various legal frameworks. Digital platforms can navigate different 
regulations and apply specific legal rules (lex specialis) for each. Within a single platform, it 
is possible to encounter varying regulations depending on the type of business activity, such 
as mediating the sale of goods and services. This complexity makes the creation of a unified 
approach to content regulation difficult. At the same time, the platform will provide opportunities 
for social interaction among users and access to various media content, thereby qualifying as 
an information society service under the Media Services Act. The applicability of the relevant 
legislation will depend on the nature of the digital platform’s content. Specifically, it will be 
influenced by whether the platform’s operations are focused on transactional activities aimed 
at generating profit, or if they are more oriented towards the presentation and mediation of 
advertising, similar to social networks. In the latter case, the platform’s commercial purpose is 
driven not by the exchange of goods and services for monetary value, but by the financial value 
derived from advertising. In the first scenario, the digital platform operates as an intermediary 
that facilitates the meeting of supply and demand between business entities within specific 
economic sectors. Here, the actual transactions and legal activities are conducted through the 
platform’s internal mechanisms. The platform’s value lies in its ability to create a synergistic 
effect by linking a large number of participants with similar interests, thereby fostering the 
commercialization of their interactions. This dynamic leads to an ongoing expansion of these 
relationships and allows for the continuous entry of new participants (DaSilva & Trkman, 2013; 
Zuthsi et al., 2019). Consequently, the Electronic Commerce Act is expected to primarily govern 
the interactions between these entities.

In the second scenario, the digital platform assumes the role of an entity that offers a 
virtual space primarily for content creation. This platform is not mainly focused on facilitating 
the exchange of goods and services for financial gain. Instead, it provides a space where 
individuals can fulfil fundamental social needs, with a primary emphasis on personal expression 
and interaction (Cîmpan et al., 2022; Parker et al., 2016). The primary added value of this 
virtual space lies in its broad accessibility to an unlimited number of users and the creation 
of synergistic interactions between them. Consequently, the commercial impact is achieved 
through the opportunities for content creation, often driven by advertising activities from specific 
users. While the use of the digital platform itself is typically free, making it accessible even to 
minors, the platform leverages these interactions and content to drive its commercial objectives. 
Therefore, the more engaging and varied the content on a digital platform is for its diverse user 
groups, the more likely users are to spend extended periods on the platform throughout the 
day. This increased engagement makes it easier to present new products and services to them, 
particularly when leveraging personalized content and algorithms to ensure that the right users 
see the most relevant offerings (Kangas et al., 2007; Strowel & Vergote, 2017).

6 Authors’ note: Compare the wording of Recital no. 12 of the Digital Services Act (Regulation (EU) 2022/2065 
of the European Parliament and of the Council of 19 October 2022 on a Single Market for Digital Services 
and amending Directive 2000/31/EC (Digital Services Act), 2022).
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A notable development driven by digital platforms is the use of content personalization 
combined with algorithms for displaying tailored content to individual users through profiling. 
Platforms like social networks and search engines collect various types of information – 
sometimes automatically – that may qualify as special categories of personal data under Article 
9 of GDPR. They employ diverse methods for this, including analyzing frequently searched 
terms, users’ hobbies and habits, and inviting participation in online surveys and contests. The 
information gathered and the connections made by computer algorithms are further leveraged 
through various operations, such as sharing this data with third parties who create advertising 
content displayed on digital platforms, or using it to conduct profiling, which allows for a higher 
degree of personalized content to be shown to users. Computer algorithms can process a 
vast array of diverse input parameters, identify connections that are imperceptible to human 
perception, and generate actionable results in a very short period. They can independently gather 
input data from multiple sources, particularly online, and evaluate human characteristics and 
behaviours without bias or emotion (Vojtko, 2017). When delivering personalized advertising that 
effectively targets the right users on a digital platform, there is a greater potential for valuing such 
activity, leading to higher revenue from advertisers compared to non-personalized ads aimed 
at a broader user group. In personalized advertising campaigns, the standard practice involves 
using recommendation algorithms that consider a specific customer’s order history. These 
algorithms analyze the purchasing patterns of other customers to predict a range of products 
that might interest this particular customer. The algorithm works by scanning all shopping carts 
and identifying the products most frequently purchased by people who bought the same item 
as the original customer. In this way, personalized advertising has become an effective strategy 
for increasing brand awareness and engaging the target audience. Digital platforms serve as 
a bridge between promotional content and end users. The purpose of personalization is to 
boost consumer engagement and foster positive attitudes toward both the advertisements and 
the brand itself. This approach ensures that users are less likely to be annoyed by ads that do 
not interest them. To improve users’ favourable attitudes toward advertising and the brand, 
advertisers utilize data collected from online monitoring of user activity (such as cookies) or 
purchase databases from third parties. This data helps them tailor ads to specific users based on 
their preferences, demographics, interests, or location. Research on the benefits of personalized 
advertising has shown that it captures greater attention from consumers than non-personalized 
ads, ultimately increasing the effectiveness of the advertisements (Kim et al., 2022).

The Digital Services Act, in Article 1 in conjunction with Article 2, letter f), clearly defines 
social networks as digital platforms and categorizes their activities under the so-called “hosting” 
service. This classification establishes a legal basis that requires social networks to comply 
with the Act’s provisions. The “hosting” service refers to the storage of information provided by 
the recipient of the service at their request. The primary obligation that arises for such entities 
is the duty to moderate the content within their internal infrastructure. Content moderation 
involves activities aimed at detecting and identifying illegal content, combating such content or 
information, and taking measures that impact the availability, visibility, and accessibility of this 
illegal content. These measures might include downgrading its position, restricting access, or 
removing it altogether (Regulation (EU) 2022/2065 of the European Parliament and of the Council 
of 19 October 2022 on a Single Market for Digital Services and amending Directive 2000/31/EC 
(Digital Services Act), 2022).7 This legal obligation for content moderation establishes a direct 
and binding responsibility for digital platforms, making them accountable for any violations 
related to this duty. It means that digital platforms are directly responsible for ensuring the 
legality of the content they publish, without the leniency or flexibility they previously had. This 
represents a relatively strong legal instrument, assigning responsibility not only to the content  
 

7 See: Art. 2, letter p) of the Digital Services Act.
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creator but also to the entity disseminating the content. As a result, it creates a quasi-joint 
liability relationship between these entities, with specific sanctions imposed on digital platforms 
for non-compliance8.

Article 5 of the Digital Services Act sets out strict and limited conditions under which a 
digital platform can be exempted from liability for the content it mediates. Digital platforms can 
avoid responsibility only if their service solely involves storing information provided by the user. 
Additionally, the platform must not have actual knowledge of illegal activities or content. If the 
platform does become aware of such illegal content, it must take swift action to remove it or 
disable access to it. Based on the above, it can be concluded that a digital platform operator 
will not be held liable for stored information if they are genuinely unaware of the illegal activity 
or content, or if they take appropriate steps to address it once they become aware. To qualify 
for this exemption from liability for hosting services, the platform must act promptly to remove 
or block access to illegal content as soon as it gains actual knowledge or awareness of it.

In this regard, digital platforms are expected to implement user-friendly reporting and 
action mechanisms that make it easy for users to flag content they believe to be illegal. Once 
reported, the platform must review the content to determine if it indeed violates regulations, 
and then decide whether to remove it or disable access9 (Geist, 2023).

5 Discussion 
Profiling and automated processing are increasingly used as decision-support tools across 

various fields. However, these methods may overlook unique case-specific details, potentially 
leading to unfair or inaccurate outcomes. To address this, Article 22 of the GDPR and Section 
28 of the Personal Data Protection Act (Zákon č. 18/2018 Z. z. o ochrane osobných údajov, 
2022) give individuals the right to not be subject to decisions solely based on automated 
processing of personal data, including profiling, if such decisions significantly affect them 
or have legal implications. According to Article 4, par. 4 of the GDPR and Section 5, letter g) 
of the Personal Data Protection Act, profiling refers to any form of automated processing of 
personal data used to evaluate specific personal attributes or characteristics (Žuľová, 2021). 
This includes analyzing or predicting aspects such as a person’s health, preferences, interests, 
reliability, behaviour, location, or movement. The GDPR and the Personal Data Protection Act 
do not inherently prohibit profiling or automated decision-making; rather, these processes are 
subject to regulatory requirements and safeguards to protect individuals’ rights.

If a digital platform uses an application or a specific algorithm to evaluate the information it 
collects, the automated decisions made can have a significant impact on the individuals involved 
and may even have legal consequences for them. Even if the input parameters used for these 
evaluations seem neutral at first glance, there is still a risk that, when combined, they could 
reveal characteristics that are protected under the principle of equal treatment and should not 
be considered. For example, if a platform’s automated decision leads to blocking content or 
cancelling a user’s account based on algorithmic analysis of posts and their specific words – 
without a deeper understanding or assessment of the content – it creates a serious issue.

GDPR already offered substantial protection to users against profiling and automated 
processing of personal data, even before the adoption of the Digital Services Act. This includes 
data collected by digital platforms, such as social networks. While GDPR and the Personal 
Data Protection Act do not outright ban decision-making based on profiling, they do provide 

8 Authors’ note: Discussed in more detail in Section 3.
9 Authors’ note: In simple terms, digital platforms and search engines must provide a detailed annual report 

to the Commission on how their operations might pose systemic risks, like how their algorithms could 
spread misinformation or illegal content. They need to address these risks by, for example, changing 
their algorithms or flagging problematic content. 



Media Literacy and Academic Research | Vol. 7, No. 2, December 2024

 page 89Studies

safeguards for individuals. Specifically, these regulations grant the right not to be subjected 
to a decision that is solely based on automated processing and has legal implications for the 
individual (as outlined in Article 22, par. 1 of the GDPR and Article 28, par. 1 of the Personal 
Data Protection Act) (Hudecová et al., 2020). The prohibition of automated decision-making, 
including profiling, applies only when the decision or profiling is entirely based on the automated 
processing of personal data. This means that the final decision is made without any human 
input or consideration of additional factors. The restriction on automated decision-making 
also applies if the decision has legal consequences for the individual or significantly impacts 
them in a similar manner. A decision has legal effects if it leads to the creation, modification, or 
termination of a person’s rights or obligations, or if it prevents the person from exercising their 
rights. However, under Article 22, par. 2 of GDPR and Section 28, par. 2 of the Personal Data 
Protection Act, an individual does not have the right to opt out of automated decision-making 
if the automated processing is necessary for the conclusion or performance of a contract with 
the data subject, or if the processing is based on the individual’s explicit consent. Consent is 
not considered a legally valid basis for processing if the data subject has no real choice, such 
as when consent to automated processing is a mandatory condition for receiving a service or 
when there is a power imbalance between the parties. For example, a digital platform that relies 
on consent as the legal basis for automated processing must be able to prove that individuals 
clearly understand what they are consenting to (Švec & Žuľová, 2018).

Article 26 of the Digital Services Act aims to enhance the protection of digital platform 
users’ rights, particularly concerning the platform’s responsibility for mediated content, such as 
personalized advertising. It explicitly strengthens legal mechanisms that were initially introduced 
by Article 6 of the E-Commerce Directive (Directive 2000/31/EC of the European Parliament and 
of the Council of 8 June 2000 on certain legal aspects of information society services, in particular 
electronic commerce, in the Internal Market ('Directive on electronic commerce'), 2000).10 This 
enhancement also aligns with the legal interpretation of Article 22 of GDPR and incorporates 
findings from the Court of Justice of the European Union’s decisions.11 In this context, the nature 
of shared information – whether it’s illegal or false – and its potential for widespread distribution 
are influenced by the cross-border or global operations of digital platforms. Vojtko notes that 
social networks enable the quick sharing of information stored by hosting providers among 
their users. He warns that there is a genuine risk that content flagged as illegal could be copied 
and reposted by another user on the same network. In legal proceedings, a competent court 
may order a digital platform to disable access to or remove stored information that is identical 
to content previously declared illegal, regardless of who originally uploaded it (Vojtko, 2017).

Given that advertising systems used by digital platforms (especially Very Large Online 
Platforms, or VLOPs) can pose significant risks, Article 26 of the Digital Services Act introduces 
additional protective measures beyond existing European legal frameworks. These risks can 
include financial contributions that support the spread of illegal or harmful content, as well 
as discriminatory advertising practices that undermine equal treatment. Digital platforms 
are therefore required to ensure that users clearly understand when and on whose behalf 
advertisements are shown. Additionally, users have the right to access information on how to 
adjust or disable the parameters used for ad personalization. This empowers users to “opt out”  
 

10 Authors’ note: For instance, Member States are required to ensure that commercial communications, 
such as advertisements, are clearly distinguishable. This requirement also extends to the labeling of 
promotional offers, contests, and games. See Article 6 of Directive 2000/31/EC of the European Parliament 
and of the Council of 8 June 2000 on certain legal aspects of information society services, in particular 
electronic commerce Directive (Directive 2000/31/EC of the European Parliament and of the Council of 8 
June 2000 on certain legal aspects of information society services, in particular electronic commerce, in 
the Internal Market ('Directive on electronic commerce'), 2000)

11 Authors’ note: Later cited point 36 and 37 of the decision of the Court of Justice of the European Union 
in the case of Eva Glawischnig-Piesczek v. Facebook Ireland Limited dated 3 October 2019, C-18/2018.
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or turn off ad personalization, significantly enhancing their control and protection. The new 
obligations for digital platforms build on existing user rights established by Article 22 of GDPR, 
such as the right to object to automated individual decision-making and the requirement to 
obtain consent before processing personal data for personalized advertising (Valentová et al., 
2018). A notable change introduced by Article 26, par. 4 of the Digital Services Act is its explicit 
prohibition of profiling and the creation of personalized advertising based on special categories 
of personal data, as defined in Article 9, par. 1 of GDPR. This represents a significant shift from 
GDPR, which does not explicitly restrict profiling involving such sensitive data. Personalized 
advertising based on profiling can no longer use data that reveals racial or ethnic origin, political 
opinions, religious or philosophical beliefs, trade union membership, genetic or biometric data, 
or information related to health or sexual orientation.12 This restriction on profiling is further 
intensified for minors. Article 28, par. 2 of the Digital Services Act explicitly prohibits digital 
platforms from displaying personalized ads based on profiling if they reasonably know that the 
user is a minor (Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 
April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data 
and on the Free Movement of Such Data, repealing Directive 95/46/EC (General Data Protection 
Regulation), 2018).13 In line with Regulation (EU) 2016/679, particularly the data minimization 
principle set out in Article 5, par. 1, letter c), this prohibition should not compel online platform 
providers to collect, store, or process additional personal data beyond what they already have 
to determine if a user is a minor. Therefore, providers should not be encouraged to gather 
age-related information from users solely to comply with this requirement. When evaluating 
risks to children’s rights, digital platforms should consider factors such as how easily minors 
can understand the service and how the platform might expose them to content that could 
negatively impact their health, physical well-being, mental development, and moral growth 
(Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 
on a Single Market for Digital Services and amending Directive 2000/31/EC (Digital Services Act), 
2022). Article 28 of the Digital Services Act clearly mandates that digital platforms implement 
effective and suitable measures to safeguard minors. While the specific measures are left to 
the platform’s discretion, they could include designing online interfaces with enhanced privacy, 
security, and protection for minors, adopting internal policies focused on minor protection, or 
adhering to codes of conduct dedicated to safeguarding young users.14

12 Authors’ note: In addition to the measures mentioned, very large online platforms are required to support 
oversight and research into emerging risks from online advertising. This includes addressing issues such 
as illegal ads, manipulative techniques, and disinformation that could negatively impact public health, 
safety, civil discourse, political participation, and equality. They must also make archives of displayed 
advertisements publicly accessible. These archives should include ad content, advertiser information, 
and data related to ad delivery, particularly for personalized ads.

13 Authors’ note: It’s important to note that while the Digital Services Act doesn’t specifically address the 
legal protection of minors, it does impose restrictions related to its scope. In practice, we must rely on 
Article 8, par. 1 of GDPR and Recital 38, which stipulate that minors are a vulnerable group, exposed 
to the negative impacts of social phenomena, including unauthorized and illegal intrusions into their 
private lives and that children require special protection for their personal data because they may not 
fully understand the risks, consequences, and safeguards related to data processing. This protection is 
especially important when their data is used for marketing, creating personal profiles, or when services 
are provided directly to them (Regulation (EU) 2016/679 of the European Parliament and of the Council 
of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data and 
on the Free Movement of Such Data, repealing Directive 95/46/EC (General Data Protection Regulation), 
2018).

14 Authors’ note: Concrete measures can also be found in the Commission’s Communication of May 11, 
2022, titled “A Digital Decade for Children and Youth: A New European Strategy for a Better Internet for 
Children” (COM(2022) 212 final.
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6 Conclusion
It is challenging to predict the precise impact of the Digital Services Act on digital platforms, 

particularly social networks, or to gauge its effectiveness in enhancing user protection, especially 
for minors. However, drawing from the experience with GDPR since 2018, it is likely that the 
Digital Services Act will meet its objectives. This confidence stems from the robust structure 
of European supervisory authorities and the establishment of coordination points (digital 
service coordinators) in each member state, which suggests a high probability of achieving 
the regulation’s goals. Early indications of the Digital Services Act’s impact are already visible in 
the actions of major online platforms. For instance, TikTok and YouTube have responded by not 
only banning targeted ads for minors but also by automatically setting their profiles to private. 
This means that videos uploaded by minors can now only be viewed by users they approve, 
enhancing privacy and control for younger users. From the legal and professional perspective, 
it’s clear that the Digital Services Act will introduce a substantial number of new obligations 
for digital platforms. These changes will significantly enhance users’ ability to actively protect 
themselves if they believe their information or work is being shared illegally.

A major benefit of the new regulation is the enhanced ability for users to report illegal or 
inappropriate content on digital platforms. This improved reporting mechanism will strengthen 
users’ legal standing by ensuring more effective content moderation. With the digital platform 
required to swiftly address and remove reported content – regardless of its global reach – affected 
individuals can expect prompt and efficient protection of their rights (Pacalajová & Kubinec, 
2021). This approach ensures that any infringement on the fundamental rights and freedoms 
of individuals and entities can be promptly addressed, effectively preventing further harm. By 
implementing robust reporting procedures and providing mechanisms to challenge content 
moderation decisions, the Digital Services Act aims to protect affected parties and enhance 
overall user security. Highlighting this legal protection for very large online platforms will help 
counterbalance their economic dominance and improve their relationship with users. This is 
particularly achieved by empowering users with the right to understand and influence how 
their content is moderated, thanks to transparency regarding the algorithms and applications 
used by these platforms.

The actual impact of the Digital Services Act on the internal operations of digital platforms 
will become clear only through ongoing regulatory oversight and the enforcement of legal 
sanctions as outlined in Article 42 of the Act. Financial penalties for non-compliance can 
be substantial, ranging from 1% to 6% of the service provider’s annual income or turnover, 
depending on the severity of the breach.

The enhanced protection of user anonymity and personal data on digital platforms will 
be further supported by Article 28 of the Digital Services Act, complemented by Article 22, 
par. 1 of GDPR. This combination will bolster safeguards against the over-personalization of 
advertising messages, reinforcing the privacy and data protection of digital platform users. 
Moreover, Article 26 of the Digital Services Act significantly strengthens protections for minors 
compared to previous regulations. It explicitly prohibits the use of profiling based on personal 
data collected from minors for online advertising, thereby enhancing their protection from 
targeted ads. When evaluating risks to children’s rights, digital platforms must assess how 
well their services are understood by minors and consider whether the content accessible 
through their platforms could harm the health, physical, mental, and moral development of 
young users. This will significantly enhance the protection of vulnerable groups and safeguard 
users from harmful content.
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